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Syntactic dependency trees
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BERT



BERT attention heads act as simple classifiers



Syntax trees hidden within word-representations



Learning this linear transform is a convex problem



Wait a minute… Isn’t this just transfer learning?

After all, the linear transformation is just a layer we’re adding to predict syntax trees right?

Well yes but actually no. The point was not to create a better parser, but to study the internal 

representations of BERT embeddings :)



Yes!

Transformer models trained with self supervision-like methodologies exhibit a similarity in high-level 

structures emerging out of just solving jigsaw puzzles.

Does this happen elsewhere?



DINO and PAWS



Implications

● One of the earliest motivations behind constructing syntax parse trees was to help solve more 

complex problems in NLP

● But in light of these discoveries, should we give up on training machines to solve auxiliary 

problems?



Thank you!


